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On the cover
Neutron data of the quasi-elastic structure factor of Pr2Hf2O7 (left) and the py-
rochlore lattice with magnetic moments shown by ellipses with a six member 
ring highlighted in blue and the emergent electric flux lines shown in green 
(right). See the related article "Neutron scattering signatures of a quantum 
spin ice" by R. Sibille et al.
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Dear Colleagues,

Welcome to this issue of Swiss Neutron News. 
You may have noticed the subtle change on 
the front page – our society is now named 
Swiss Neutron Science Society – to show that 
our society represents the interests of all 
fields of science relying on access to neutron 
beams. Currently, in 2019, we here in Switzer-
land have to go abroad for neutron beams. 
SINQ is on a long shutdown for guide up-
grades, which I am informed are proceeding 
as clock-work – Swiss clock-work of course. 
We can look forward to significant gains on 
all instruments in the neutron guide hall once 
SINQ restarts in 2020. Meanwhile, the vulne-
rability of the European neutron landscape is 
evident as never before, with both ILL and 
FRM2 temporarily off their originally planned 
cycles – luckily in both cases solutions appear 
to be close. One important new action is the 
creation of LENS – League of Advanced Neu-
tron Sources – a consortium to strengthen 

collaboration and coordination among Euro-
pean neutron user facilities. I believe this is 
a very important step and believe LENS and 
ENSA can form an effective partnership that 
will enhance the efficiency and impact of 
neutron science.

On the topic of ENSA, we have launched a 
new prize – the Neutron Instrumentation and 
Innovation Award. My vision behind this prize 
is to recognize and reward those scientists 
who devote their ingenuity and efforts to 
develop new instruments or methods that 
benefit the neutron science community. I 
strongly encourage you to nominate candi-
dates for the prize, which will be awarded at 
the next European Conference on Neutron 
Scattering, taking place in St Petersburg June 
30th to July 5th, and look forward to meeting 
many of you there.

Cordially,
Henrik M. Ronnow
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Markus Strobl

…heads the Neutron Imaging and Applied Materials Group 
in the Laboratory for Neutron Scattering and Imaging at Paul 
Scherrer Institute (PSI). After receiving his PhD in Physics 
from the Technical University Vienna he focused on small 
angle neutron scattering, neutron reflectometry, neutron 
imaging and neutron instrumentation at the BER2 reactor of 
the Helmholtzzentrum Berlin. After 12 years in Berlin he 
moved to Scandinavia in 2011 to work for the planning and 
construction of the European Spallation Source as Deputy 
Head of the Neutron Instrument Division, Instrument Class 
Coordinator for Engineering Diffraction and Imaging, and 
Leader of the Engineering, Geoscience and Cultural Heritage 
Science Focus. He became an affiliated Professor at the Niels 
Bohr Institute of the University of Copenhagen in 2014 and 
took his current position in Switzerland in 2017.

Karl W. Krämer

…heads the Solid State Chemistry group at the Department 
of Chemistry and Biochemistry of the University of Bern. His 
group investigates rare earth and transition metal halides, 
their synthesis, crystal growth, optical spectroscopy, and 
magnetic properties. X-ray and neutron diffraction are used 
for structural and magnetic studies, inelastic neutron scat-
tering for magnetic excitations. Main research topics are low 
dimensional quantum magnets, scintillators, and upconver-
sion phosphors. He studied chemistry at Justus-Liebig Uni-
versity Giessen and University of Hannover. After his PhD in 
1991 he was postdoc with Prof. H.U. Güdel in Bern, where he 
became group leader in 2005 and did his habilitation in 2014. 
[kraemer.dcb.unibe.ch]

New SGN/SSSN/SNSS board members
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Representatives of eight European research 
infrastructures signed the Charter of the 
League of advanced European Neutron 
Sources (LENS).  The signing ceremony took 
place at the International Conference of Re-
search Infrastructures, ICRI2018, in Vienna on 
September 12th and marks the establishment 
of a new strategic consortium of European 

neutron sources, which run strong interna-
tional user programs. 

The founding partners in the consortium 
include both European and national facilities 
in France, Germany, Sweden, Hungary, the 
United Kingdom, Norway and Switzerland. 
Other qualifying facilities are invited to join 
at any time.

LENS
Eight European Partners found the 
League of advanced European Neutron 
Sources (LENS).

Representatives of the eight founding partners from left to right: Arve Holt (Institute for Energy 
Technology), Tamás Belgya (Budapest Neutron Centre), Eric Eliot (Laboratoire Léon Brillouin), Hel-
mut Schober (Institute Laue-Langevin), John Womersley (European Spallation Source ESS), 
Christof Niedermayer (Paul Scherrer Institut), Stephan Förster (Heinz Maier-Leibnitz-Zentrum), 
Philip King (ISIS Neutron & Muon Source).
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The establishment of LENS comes at a 
moment of transition in European neutron 
science, and places particular emphasis on 
the interaction between the neutron science 
user communities and funding organizations. 
By optimizing resources and closely aligning 
policies among partners, the LENS vision is 
one of continuous improvement and adapta-
tion by neutron source facilities to the com-
munities they serve.

As a centre of competence for neutron 
scattering in Switzerland the Laboratory for 
Neutron Scattering and Imaging (LNS) is al-

ready involved in scientific and technological 
collaborations with a number of international 
neutron facilities. With its strong involvement 
in the design and building of five different 
neutron instruments, LNS also contributes 
considerably to the construction and future 
operation of the European Spallation Source 
ESS in Lund in Sweden.

Jean-David Malo from the European Com-
mission emphasized the importance of the 
LENS consortium for more impactful and open 
European neutron science and recognized 
“the LENS consortium objectives to be well 
aligned with the Long term sustainability plan 
for Research Infrastructures of the Commis-
sion”.

For Michel Kenzelmann, Head of the Lab-
oratory for Neutron Scattering and Imaging at 
PSI, LENS will play an important role towards 
a healthy neutron landscape in Europe: “Neu-
tron scattering has in the past played an im-
portant role towards the development of novel 
materials for advanced material applications, 
and this has been recognized by several Nobel 
Prizes. The increasing demand on materials 
performance can only be satisfied with the 
kind of nano- to microscale materials engi-
neering that is possible with neutron scatter-
ing and imaging.”

Jean-David Malo of the European Commission 
welcomed the formation of the of LENS consor-
tium.
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LENS Founding Members

Budapest Neutron Centre 
Hungary

European Spallation Source 
Sweden / Denmark

Heinz Maier-Leibnitz Zentrum 
Germany

Institut Laue-Langevin  
France

Institute for Energy Technology
Norway

ISIS Neutron & Muon Source
United Kingdom

Laboratoire Léon Brillouin
France

Paul Scherrer Institut
Switzerland
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The inaugural 2019 Neutron 
Instrumentation and Innovation 
Award sponsored by Mirrotron.

The European Neutron Scattering Association 
hereby announce the inauguration of a new 
prize, the Neutron Instrumentation and In-
novation Award. The prize will be awarded 
to an early career scientist or engineer in 
recognition of ground-breaking contributions 
in neutron instrumentation or method inno-
vation, thereby enabling advances in neutron 
science and technology. This includes reali-
zation of new neutron instruments, pioneer-
ing of neutron science in new fields of appli-
cations, invention of new neutron techniques 
or development of new analysis methods and 
software, as well as other major contributions 
enabling advancement of neutron science. 
Early career typically means 3-10 years after 
a PhD, but both younger and more senior 
candidates may be considered. The prize 
amount (1 million Hungarian Forints) is gen-
erously sponsored by the company Mirrotron, 

Neutron Instrumentation and 
Innovation Award
of the European Neutron Scattering Association

Guide-lines for the Walter Hälg Prize of the
European Neutron Scattering Association

Article 1
These guide-lines define the procedure for awarding the Walter Hälg Prize of the European 
Neutron Scattering Association (ENSA).

Article 2
The prize was made possible from 1999 until 2011 by a donation of Professor Walter Hälg, the 
founder of neutron scattering in Switzerland, and in 2013 by continuation of support from his 
widdow, Madeleine Hälg-Degen. The future prizes will be guaranteed through the foundation 
„Walter-Hälg-Prize“ which received the necessary capital by Madeleine Hälg-Degen.

Article 3
The prize will be awarded biannually to a European scientist for outstanding, coherent work in 
neutron scattering with long-term impact on scientific and/or technical neutron scattering 
applications.
Some criteria to be considered are:
• Development of a novel technique in neutron scattering allowing innovative experiments
• Development and application of (known) neutron scattering techniques to study novel effects 

or phenomena
• Systematic work in neutron scattering providing a basic improvement in the understanding of 

materials, effects or phenomena
• Development of (novel) instrument components leading to substantial improvements in the 

performance of neutron scattering techniques
• Development of (novel) concepts in the understanding or interpretation of neutron scattering 

experiments (theoretical work, data analysis, etc.)

Article 4
Nominations for the prize may be submitted by European scientists as individuals or on behalf  
of a Division, Section or Group. To establish a high standard it is necessary that the proposals 
represent the breadth and strength of European neutron scattering. Nominations should include 
the motivation for the award, a brief curriculum vitae of the nominee and a short list of not more 
than 10 major publications. A maximum of 5 letters of support from authorities in the field 
which outline the importance of the work would also be helpful. Nominations for the prize will 
be treated in confidence and although they will be acknowledged there will be no further 
communication.
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a leading manufacturer of neutron instrumen-
tation components. The Prize will be awarded 
biennially (synchronized with the European 
or international Neutron Scattering Confer-
ences).

The inaugural award of the Neutron In-
strumentation and Innovation Award will be 
made at a special ceremony at the European 
Conference on Neutron Scattering (ECNS 
2019), the 1st to 5th July in Saint Petersburg 
in Russia. The detailed guidelines of the 
Neutron Instrumentation and Innovation 
Award are listed on the ENSA web pages 
(http://www.neutrons-ensa.eu).

Call for Nominations

European scientists as individuals or on 
behalf of a Division, Section or Group may 
submit nominations for the 2019 Neutron 
Instrumentation and Innovation Award of the 
European Neutron Scattering Association 
(ENSA). Nominations should include a nom-

ination letter motivating the award, a brief 
curriculum vitae of the candidate, a descrip-
tion or publication describing the nominated 
work. Letters of support may be included. 
Nominations for the Prize will be treated in 
confidence and although they will be ac-
knowledged, there will be no further commu-
nication.

Deadline

Nominations should be sent before 31st of 
May 2019 to the President of the Selection 
Committee, preferably by electronic mail in 
pdf format:

Professor Henrik M. Rønnow
Laboratory for Quantum Magnetism (LQM)
Ecole Polytechnique Federale de Lausanne 
(EPFL)
1015 Lausanne
Switzerland

Email: henrik.ronnow@epfl.ch
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Quantum spin ice is an appealing proposal of 
a quantum spin liquid – systems where the 
magnetic moments of the constituent electron 
spins evade classical long-range order to form 
an exotic state that is quantum entangled and 
coherent over macroscopic length scales. Such 
phases are at the edge of our current knowledge 
in condensed matter as they go beyond the 
established paradigm of symmetry-breaking 
order and associated excitations. Neutron scat-
tering experiments on the pyrochlore material 
Pr2Hf2O7 reveal signatures of a quantum spin 
ice state that were predicted by theory.

INTRODUCTION

Water in its solid form is a peculiar phase of 
condensed matter: hydrogen atoms occupy 
the space between tetrahedrally coordinated 
oxygen atoms, and each oxygen obeys a local 
rule of forming two long and two short distan-
ces with neighbouring hydrogens. This ‘ice 
rule’ prevents crystalline water from selecting 
a single, unique configuration of hydrogen 
bonds. Instead, water is characterized by a 
manifold of classical ground states, whose 
extent just grows exponentially with the sam-
ple size. The existence of this manifold of 

Neutron scattering signatures of a 
quantum spin ice

Romain Sibille1, Nicolas Gauthier2, Han Yan3, 
Monica Ciomaga Hatnean4, Jacques Ollivier5, 
Barry Winn6, Uwe Filges2, Geetha Balakr-
ishnan4, Michel Kenzelmann1, Nic Shannon3 

& Tom Fennell1

1Laboratory for Neutron Scattering and Im-
aging, Paul Scherrer Institut, 5232 Villigen 
PSI, Switzerland, 2Laboratory for Scientific 
Developments and Novel Materials, Paul 
Scherrer Institut, 5232 Villigen PSI, Switzer-
land, 3Okinawa Institute of Science and 
Technology Graduate University, Onna-son, 
Okinawa 904-0495, Japan, 4Physics Depart-
ment, University of Warwick, Coventry, CV4 
7AL, UK, 5Institut Laue-Langevin, CS 20156, 
F-38042 Grenoble Cedex 9, France, 6Quan-
tum Condensed Matter Division, Oak Ridge 
National Laboratory, Oak Ridge, Tennessee, 
USA, *email: romain.sibille@psi.ch

After R. Sibille et al. Nature Physics 14, 711-
715 (2018)
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states amounts to a sort of randomness, so 
that water ice has a ‘residual entropy’ near 
zero temperature, which was first realized by 
Pauling [1] and is of course an interesting 
fundamental question in the context of the 
third law of thermodynamics. In spin ices [2], 
atoms in their lattices are arranged in geome-
tries that resemble that of frozen water, and 
an analogous local rule for the electronic spins 
also prevents the formation of a single state 
of minimal energy – hence the name spin ice. 

Discovered in the late 90s in rare-earth py-
rochlore oxides, (dipolar) spin ices are materi-
als that contain large magnetic moments dis-
tributed on a network of corner-sharing 
tetrahedra (about 10 μB in the case of Ho3+). The 
structure of the material, via the crystal electric 
field acting at the rare-earth site, constrains 
each magnetic moment to align along the local 
trigonal direction joining its position and the 
centres of two tetrahedra. The interactions 
between those large magnetic moments are 
governed by classical dipole-dipole interac-
tions, which turn out to be effectively ferromag-
netic between first neighbours and essentially 
self-screened on larger pair distances. Such a 
system – uniaxial magnetic moments that are 
constrained to their local trigonal direction and 
interact ferromagnetically on a pyrochlore lat-
tice – has an exact mapping with the problem 
of hydrogen bonds in water ice. In other words, 
two of the four magnetic moments in each 
tetrahedron must be oriented inward and the 
two others outward. As for water, this ‘2-in-2-
out’ local constraint can be achieved in a num-
ber of ways that grows exponentially with the 
number of tetrahedra involved, so that no mag-
netic order can occur. A spin ice is therefore 
better viewed as a fluctuating fluid — a spin 
liquid — of correlated moments, despite its 

name being inherited from a form of crystalline 
water ice.

Under certain circumstances, spin liquids 
– including spin ices – retain dynamic fluctua-
tions between degenerate states even at zero 
temperature, in which case they are collectively 
defined as quantum spin liquids [3-4]. This 
important class of states where the electronic 
spins lack symmetry-breaking magnetic order 
has long attracted substantial interest from 
theorists and experimentalists alike, as they 
harbour a wealth of exotic physics. Although 
the initial idea traces back to Anderson’s 1973 
proposal [5], in which valence bonds between 
neighbouring spins pair into singlets and res-
onate on the lattice, the definition of a quantum 
spin liquid has evolved with years. Such states 
are now better defined by invoking the long-
range entanglement of their ground state wave-
function and the fractionalization of their ex-
citations. In other words, singlets of Anderson’s 
proposal would now form at all pair distances, 
and excitations can be defined as quasiparti-
cles that cannot be constructed as combina-
tions of the elementary constituents of the 
system. For instance, the excitations of antifer-
romagnetic spin-half (S = 1/2) chains are de-
confined spinons, each carrying S = 1/2 – frac-
tionalized quasiparticles that are fundamentally 
different to the S = 1 magnons of conventional 
three-dimensionally ordered magnets. Neu-
trons can only excite a pair of spinons, which 
then propagate on the lattice, so that the exist-
ence of such fractionalized excitations leads to 
a continuum of magnetic excitations in a neu-
tron scattering experiment. A famed example 
in one dimension is KCuF3 [6]. The physics of 
fractionalization is also visible in two-dimen-
sional magnets, e.g. kagome-lattice Zn-
Cu3(OD)2Cl2 [7], honeycomb-lattice α-RuCl3 [8] 
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and triangular-lattice YbMgGaO4 [9]. In each of 
these materials, the topology plays a funda-
mental role in the stabilization of an exotic state 
of matter, as can be directly inferred from their 
low dimensionalities and lattice names. In three 
dimensions, precise predictions of quantum 
spin liquid states exist – such as the quantum 
spin ice [10] – but experimental realizations 
remain rather elusive.

FROM “COULOMB PHASE” TO 
“MAXWELL PHASE”

Magnetic moments in a spin ice can be seen 
as local magnetic fluxes Bi that link to form a 
diamond lattice (Figure 1). The ice rule cons-
trains the sum of the fluxes at each vertex to 
remain zero. This description based on spin 
variables can be transformed to a ‘continuous 
medium’ by considering the mean value B(r) 
of the lattice fluxes over a certain volume 

(volume centred on r, and much bigger than 
a lattice constant but much smaller than the 
size of the system). The vector field B(r) ob-
tained from this ‘coarse-graining’ operation 
has the physical meaning of a magnetization. 
Finally, the zero-divergence condition of the 
local ice rule implies for the vector field that 
B(r)= ×A(r), where the vector potential A(r) is 
an emergent (Coulomb) gauge field. In other 
words, the magnetic field emerging from the 
spin ice manifold has the properties of a 
Coulomb potential.

The description of spin ices in terms of an 
emergent ‘magnetic Coulomb phase’ [11] ex-
plains, by itself, their originality and beauty 
among other phases of condensed matter. It 
also turns out that this approach describes 
accurately many aspects of their properties. A 
celebrated example of exotic behaviour in spin-
ice materials is that of magnetic monopoles 
[12]. The magnetic moments in the material 
interact in such a manner that separate mag-

Figure 1
In a classical spin ice (CSI), uniaxial magnetic moments 
decorate a pyrochlore lattice (in black). Magnetic mo-
ments (blue/red ellipses) on each tetrahedra are con-
strained by a local ‘2-in-2-out’ organization principle. 
Moments can be viewed as magnetic fluxes forming a 
diamond lattice (in blue), which can be coarse-grained 
to define a continuous medium with emergent magneto-
statics. Quantum dynamics on a six-member ring create 
electric flux variables (in green) that form a second (in-
terpenetrated) diamond lattice. This quantum spin ice 
(QSI) ground state can be thought of as a lattice ana-
logue of quantum electrodynamics – making the sample 
a tiny universe with its own emergent light of gapless 
magnetic excitations.
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netic charges can emerge as ‘quasi-particles’ 
associated with excitations. But exotic as these 
phenomena may be, they can be still fully de-
scribed with the framework of classical magne-
tostatics described in the previous paragraph.

An intriguing question is what happens 
when quantum effects are thrown into the mix 
[10]. Theoretical works have predicted that 
quantum-mechanical tunnelling between dif-
ferent spin-ice configurations can lead to ex-
citations that are qualitatively different from 
those in classical spin ice (CSI) [13]. In the latter 
case, the quasi-particles associated with the 
excitations can be thought of as magnetostatic 
charges. In contrast, in quantum spin ice (QSI), 
behaviour emerges that is described by quan-
tum electromagnetism. That is, time fluctua-
tions of the gauge field A(r) give rise to an 
electric field, E(r), so that the emergent field is 
now a dynamic electromagnetic field. In a more 
intuitive ‘spin language’, the dominant tunnel-
ling processes responsible for the time fluctu-
ations of the spin ice manifold are six-member 
loops – the centre of which define electric flux 
variables forming a second, interpenetrated 
diamond lattice (Figure 1). This leads to a rich 
set of novel phenomena: not only should quan-
tized variants of magnetic monopoles appear 
in quantum spin ices, but also electric mono-
poles (equivalent to electric charges) and ex-
citations that behave like photons. 

The experimental realisation of a QSI, how-
ever, is challenging, and attempts to identify 
its manifestations have been made in various 
pyrochlore materials [14]. Nonetheless, spec-
tacular results of neutron scattering experi-
ments hinting at ground states with quantum 
origins in rare-earth pyrochlores were thereby 
obtained over the past few years (see [15-16], 
for example).

SIGNATURES IN NEUTRON  
SCATTERING

The free energy of the effective vector field 
describing a CSI manifold has the form             
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predicted at higher temperatures [21]. In Pr2Hf2O7, we have carefully analyzed the shape of 
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QSI to model our data, is that the speed of the emergent light can be directly obtained from 
the fit of the line-shape of the pinch points. It gives a modest 3.6 meters per second, which 
– besides being the pace of a 4-hour marathon – translates into a bandwidth of 0.01 meV 
for the corresponding gapless excitations in a neutron scattering experiment. This 
bandwidth validates a posteriori our analysis, since the quasi-elastic data shown on Figure 2 
integrate over ±0.06 meV and the QSI correlations calculated using the field theory contain 
the photon excitations. 
 

 
Figure 2. The quasi-elastic structure factor of Pr2Hf2O7 measured at 0.05 K on IN5 at ILL 
(left), and the corresponding patterns calculated using a field theory for the classical 
nearest-neighbour spin ice (CSI) and quantum spin ice (QSI) models [18]. The two calculated 
patterns are the correlation functions (including the gapless inelastic scattering of the 
photon excitations) obtained from the best fits to the line-shape of the pinch point 
scattering around (0,0,2) – as shown in Figure 3. 
 
   

 

Figure 3. Line-shape of the quasi-elastic structure factor of Pr2Hf2O7 measured at 0.05 K on 
IN5 (grey points with error bars), and the corresponding best fits obtained using a field 
theory for the classical nearest-neighbour spin ice (CSI – red dashed line) and quantum spin 
ice (QSI – blue line) models [18]. 
 
The QSI model is clearly favoured over the CSI model from the fits of the quasi-elastic 
scattering (Figure 3). However, the statistical difference does not allow to make a definitive 
conclusion. In order to confirm that the QSI model explains the ground states properties, we 
have looked at the inelastic scattering at higher energies, which allows to distinguish 
between QSI and CSI. Indeed, non-dispersing quasiparticle excitations with a unique energy 
are the only excitation expected from the monopoles in a CSI, while it is well-established 
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resolve pinch points. And, as Figure 2 shows 
[18], pinch points can be cleanly resolved in 
quasi-elastic scattering from Pr2Hf2O7 without 
any need for polarization analysis, which ar-
gues strongly against the presence of dipolar 
interactions. This is expected given the am-
plitude of the magnetic moments in this com-
pound, about 2.4 μB [19], so that the scale of 
the dipole-dipole interaction – proportional 
to the squared moment – reduces to less than 
0.1 K, to be compared with about 1.4 K for 
dipolar spin ices such as Ho2Ti2O7. The impli-
cation is that the correlated regime appearing 
below 0.5 K in Pr2Hf2O7 [19] must be driven by 
nearest-neighbour exchange interactions.

We now come to the point of distinguishing 
between the correlations of a CSI driven by 
nearest-neighbour exchange interactions and 
those of an additionally quantum-entangled 
state such as the QSI model [20-21].  

In the latter case, the ground state  
is governed by the Maxwell action
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).  An important consequence for scattering experiments is 
the existence of special points in 𝒌𝒌-space, where the limit depends on the direction of 
approach. These ‘pinch-points’ are thus singular features directly originating in the two-in-
two-out correlations of the ice rule, and are found in a subset of zone centers. Another 
remarkable point that can be drawn from this correlation function is the dependence in real 
space of the spin-spin correlations, 𝐶𝐶47? (𝒓𝒓) ∝ 	
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). At zero temperature 
this has the effect of eliminating the pinch points [20]. These, however, were also shown to 
be partially restored at finite temperatures in a QSI, and a crossover to a CSI regime is 
predicted at higher temperatures [21]. In Pr2Hf2O7, we have carefully analyzed the shape of 
the pinch points in order to attempt to classify the correlated regime on this temperature 
scale (Figure 3). It turns out that the line-shape of the pinch point scattering in our 
experiment is more consistent with Pr2Hf2O7 being in the QSI regime at finite temperature 
than in a nearest-neighbour CSI regime. Another implication of using the field theory of a 
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this has the effect of eliminating the pinch points [20]. These, however, were also shown to 
be partially restored at finite temperatures in a QSI, and a crossover to a CSI regime is 
predicted at higher temperatures [21]. In Pr2Hf2O7, we have carefully analyzed the shape of 
the pinch points in order to attempt to classify the correlated regime on this temperature 
scale (Figure 3). It turns out that the line-shape of the pinch point scattering in our 
experiment is more consistent with Pr2Hf2O7 being in the QSI regime at finite temperature 
than in a nearest-neighbour CSI regime. Another implication of using the field theory of a 

. At zero tem-
perature this has the effect of eliminating the 
pinch points [20]. These, however, were also 
predicted to be partially restored at finite 
temperatures in a QSI, and a crossover to a 
CSI regime is expected at higher temperatures 
[21]. In Pr2Hf2O7, we have carefully analyzed 
the shape of the pinch points in order to at-
tempt to classify the correlated regime on this 
temperature scale (Figure 3). It turns out that 
the line-shape of the pinch point scattering 

Figure 2
The quasi-elastic structure factor of Pr2Hf2O7 measured at 0.05 K on IN5 at ILL (left), and the corre-
sponding patterns calculated using a field theory for the classical nearest-neighbour spin ice (CSI) 
and quantum spin ice (QSI) models [18]. The two calculated patterns are the correlation functions 
(including the gapless inelastic scattering of the photon excitations) obtained from the best fits to 
the line-shape of the pinch point scattering around (0,0,2) – as shown in Figure 3.
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in our experiment is more consistent with 
Pr2Hf2O7 being in the QSI regime at finite 
temperature than in a nearest-neighbour CSI 
regime. Another implication of using the field 
theory of a QSI to model our data, is that the 
speed of the emergent light can be directly 
obtained from the fit of the line-shape of the 
pinch points. It gives a modest 3.6 meters per 
second, which – besides being the pace of a 
4-hour marathon – translates into a band-
width of 0.01 meV for the corresponding gap-
less excitations in a neutron scattering exper-
iment. This bandwidth validates a posteriori 
our analysis, since the quasi-elastic data 
shown on Figure 2 integrate over ±0.06 meV 
and the QSI correlations calculated using the 
field theory contain the photon excitations.

The QSI model is clearly favoured over the 
CSI model from the fits of the quasi-elastic 
scattering (Figure 3). However, the statistical 
difference does not allow to make a definitive 
conclusion. In order to confirm that the QSI 
model explains the ground states properties, 
we have looked at the inelastic scattering at 
higher energies, which allows to distinguish 
between QSI and CSI. Indeed, non-dispersing 
quasiparticle excitations with a unique energy 
are the only excitation expected from the 
monopoles in a CSI, while it is well-estab-
lished that a continuum of scattering is ex-

pected from the quantum-coherent quasipar-
ticles of a QSI (gapped magnetic/electric 
monopoles). The spectrum presented on 
Figure 4a reveals a broad continuum of excita-
tions present at 0.05 K, whose magnetic origin 
is assessed by the polarized neutron spectrum 
(Figure 4b).The latter was recorded on the 
HYSPEC spectrometer at Spallation Neutron 
Source (Oak Ridge National Laboratories, 
USA), using an array of polarization analysers 
built at the Paul Scherrer Institut (Villigen, 
Switzerland). The energy spectra taken in the 
IN5 data confirm that this continuum of spin 
excitations extends up to at least E = 1 meV 
– almost an order of magnitude larger than 
the dominant exchange in the system, which 
agrees with theoretical predictions [22-24]. 
At low energy, the spectral weight is peaked 
around E = 0.2 meV, which is consistent with 
our data taken on a powder sample at the 
same temperature [19]. We also notice that 
the continuum of scattering is qualitatively 
similar to recent estimates of the spinon 
contribution to the local dynamical suscepti-
bility [25]. Importantly, the form of scattering 
found at finite energy in our data (i.e. the 
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Figure 3
Line-shape of the quasi-elas-
tic structure factor of Pr2Hf2O7 
measured at 0.05 K on IN5 
(grey points with error bars), 
and the corresponding best 
fits obtained using a field 
theory for the classical near-
est-neighbour spin ice (CSI – 
red dashed line) and quan-
tum spin ice (QSI – blue line) 
models [18].
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“starfish” pattern shown on Figure 4c) differs 
significantly from the scattering of the qua-
si-elastic map (Figure 2). The “starfish” scat-
tering at finite energy transfers is highly rem-
iniscent of quantum Monte Carlo simulations 
for QSI at temperatures where there is a finite 
density of spinons [26].

MICROSCOPIC ORIGINS

So far, we have essentially described neutron 
scattering data and compared these with the 
predictions of a field theory [21], which – by 
nature – ignores the microscopic details lea-
ding to the QSI state. Thus, we now discuss the 
possible origins of the quantum fluctuations 
in Pr2Hf2O7. 

In most rare-earth pyrochlore oxides, at low 
temperature, the crystal-electric field ground-

state doublet is well isolated from the excited 
levels, so that theoretical models of correlated 
phases in these materials consider a system 
of pseudo-spins with S = ½ [27-28]. Given the 
symmetry at the rare-earth site (D3d), and de-
pending on the number of f electrons and 
details of the crystal field, the components of 
the pseudo-spin can have different properties 
[14]. In the local trigonal direction of the pseu-
do-spin (i.e. the direction of the magnetic 
moments that we defined at the beginning for 
a classical spin ice), the component of the 
pseudo-spin always transforms like a magnetic 
dipole. However, in some cases, components 
in the other directions transform like electric 
quadrupoles or magnetic octupoles. It was 
established by theoreticians that interactions 
between these higher-rank multipoles can 
stabilize a QSI [29]. This comes with the con-
dition that multipoles act as a transverse 

that a continuum of scattering is expected from the quantum-coherent quasiparticles of a 
QSI (gapped magnetic/electric monopoles). The spectrum presented on Figure 4a reveals a 
broad continuum of excitations present at 0.05 K, whose magnetic origin is assessed by the 
polarized neutron spectrum (Figure 4b). This data was recorded on the HYSPEC 
spectrometer at Spallation Neutron Source (Oak Ridge National Laboratories, USA), using an 
array of polarization analysers built at the Paul Scherrer Institut (Villigen, Switzerland). The 
energy spectra taken in the IN5 data confirm that this continuum of spin excitations extends 
up to at least E = 1 meV – almost an order of magnitude larger than the dominant exchange 
in the system, which agrees with theoretical predictions [22-24]. At low energy, the spectral 
weight is peaked around E = 0.2 meV, which is consistent with our data taken on a powder 
sample at the same temperature [19]. We also notice that the continuum of scattering is 
qualitatively similar to recent estimates of the spinon contribution to the local dynamical 
susceptibility [25]. Importantly, the form of scattering found at finite energy in our data (i.e. 
the “starfish” pattern shown on Figure 4c) differs significantly from the scattering of the 
quasi-elastic map (Figure 2). The “starfish” scattering at finite energy transfers is highly 
reminiscent of quantum Monte Carlo simulations results for QSI at temperatures where 
there is a finite density of spinons [26].  
 

     
 
Figure 4. Inelastic spectra of Pr2Hf2O7 measured at 0.05 K on HYSPEC using polarized 
neutrons (a) and on IN5 using unpolarized neutrons (b) [18]. The fact that spin flip scattering 
of neutrons polarized in the horizontal plane (X-SF) is a purely magnetic signal rules out the 
possibility that these excitations have a non-magnetic origin. The different spectra for the 
two integration areas in the IN5 data (blue and red rectangles on panel c) reflect the 
momentum space dependence of the excitations that show a “starfish” pattern for energy 
transfers centred around 0.2 meV (panel c). 
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So far, we have essentially described neutron scattering data and compared these with the 
predictions of a field theory [21], which – by nature – ignores the microscopic details 
leading to the QSI state. Thus, we now discuss the possible origins of the quantum 
fluctuations in Pr2Hf2O7.  
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perturbation relative to a dominant ferromag-
netic interaction establishing the spin ice 
manifold. In Pr2Hf2O7, we have shown in a 
previous work that the crystal-electric field 
around the non-Kramers Pr3+ ion promotes a 
ground-state doublet with a magnetic moment 
along the trigonal direction, and electric quad-
rupoles in the plane perpendicular to it [19]. It 
is therefore likely that transverse exchange 
interactions between quadrupoles play a role 
in the correlated ground state of this material.

However, multipolar exchange is not the 
only way to introduce transverse fluctuations 
in a material like Pr2Hf2O7. In pyrochlores, the 
ground state of a non-Kramers ion such as Pr3+ 
is doubly-degenerate for reasons of crystal 
symmetry, but this degeneracy can be lifted 
by structural distortions. Theoreticians have 
used this to demonstrate that small amounts 
of non-magnetic disorder in non-Kramers spin 
ices – equivalent to a random transverse field 
– is able to turn a CSI into a QSI ground state 
[30-31]. Therefore, although samples appear 
to be of very high quality [32], minute amounts 
of disorder – as always present in real mate-
rials – could in fact help stabilizing a QSI 
ground state in Pr2Hf2O7.

Having all these elements in mind, it 
makes sense to discuss here the origin of 
the continuum of excitations measured in 
Pr2Hf2O7. Magnetic monopoles cannot usu-
ally be excited by scattering neutrons from a 
non-Kramers ion such as Pr3+ [33]. However, 
magnetic monopoles could be introduced 
where some sort of residual disorder mixes 
the dipolar and quadrupolar components of 
the ground state. The continuum observed 
in our experiments could also originate in 
the dual, electric charges of the gauge theory, 
as was suggested in a recent theory work 

[33]. Finally, one should note here as well 
that there are other possible explanations 
regarding the origin of the observed contin-
uum, which we have considered but could 
be ruled-out – as stated in more details in 
our original paper [18].

COMPARISON WITH OTHER PY-
ROCHLORE MATERIALS

The existence of “quantum effects” in pyro-
chlore materials is not limited to the theore-
tical understanding and experimental search 
for the QSI state. Other examples include 
materials such as, for instance, Er2Ti2O7 – 
where quantum fluctuations may play a role 
in the ‘order by disorder’ mechanism [34-36]; 
Yb2Ti2O7 – where an exotic long-range order 
retains dynamics down to the lowest tempe-
ratures [28,36-38]; or Nd2Zr2O7 – where a 
peculiar ratio of exchange interactions bet-
ween different pseudo-spin components 
leads to the fragmentation of the degrees of 
freedom into a fluctuating Coulomb phase 
and a long-range ordered phase of crystallized 
monopoles [15-16,39].

Different pyrochlore materials based on 
non-Kramers rare-earths were extensively 
studied with the aim to find evidence for a QSI 
ground state. The most studied cases are 
Tb2Ti2O7 and Pr2Zr2O7. 

Tb2Ti2O7 has a rich physics [40-43] where 
the lattice strongly couples to a spin system 
that lacks the magnetic long-range order pre-
dicted at around 1 K for this Ising antiferro-
magnet. Recent experiments suggest that 
electric quadrupole-ordered phases compete 
with spin liquid ground states depending on 
the exact stoichiometry of the sample [44-46]. 
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Tb2Ti2O7 remains an interesting candidate for 
the QSI state, whose origin might be related 
to quantum-mechanical processes allowed 
by a low-lying crystal-electric field level found 
around 1 meV [47].

Pr2Zr2O7 is the pyrochlore material that is 
of course most closely related to our study. 
Tetravalent Zr and Hf cations are indeed quite 
close in terms of electronegativities and ionic 
radii, so that the corresponding Pr-based 
pyrochlore phases might be expected to have 
the same properties. However, hafnium oxides 
are even more refractory materials than zirco-
nium oxides, which influences the optimal 
conditions of the traveling-solvent float-
ing-zone (TSFZ) crystal growth. Adding the fact 
that crystals were grown at various institutions 
using different equipment, the result is that 
single-crystal samples of Pr2Zr2O7 and Pr2Hf2O7 
have proved different in their level of structural 
disorder. Given the potential influence of 
disorder around non-Kramers ions [30], a short 
summary can be that the results of previous 
studies on Pr2Zr2O7 differ from our work on 
Pr2Hf2O7 in the extent to which samples reflect 
disorder in the physics of the system. In par-
ticular, it seems likely that strong disorder in 
samples of Pr2Zr2O7 leads to degrees of free-
dom having essentially a quadrupolar char-
acter [48-50] (although other scenarios have 
been proposed [51]), while the reduced level 
of disorder in Pr2Hf2O7 preserves magnetic 
dipoles and introduces quantum fluctuations 
on the spin ice manifold [18]. A clear experi-
mental signature of this difference is that spin 
ice-like scattering is found in the quasi-elastic 
channels in Pr2Hf2O7 [18] – as expected from 
a QSI, while all studies on Pr2Zr2O7 have es-
sentially shown signals centered on finite 
energy transfers around 0.3 meV [48-49,51-53].

It should be noted here that the quasi-elas-
tic map published in the first study of Pr2Zr2O7, 
by Kimura et al. [52], interpreted this signal 
as evidence for short-range spin ice correla-
tions static on the scale of 2 picoseconds – 
corresponding to the finite energy-resolution 
of their experiment. Such a resolution (equiv-
alently 0.38 meV) thus integrates over a range 
including the energy scale of the interactions 
in Pr-based pyrochlores, where inelastic scat-
tering can be expected. This isn’t an issue for 
the Pr2Zr2O7 data as it was found that there is 
essentially no quasi-elastic contribution in 
the studied samples [48-49,51-53]. However, 
it is worth making this point when comparing 
with Pr2Hf2O7, where the resolution of our 
measurements on IN5 (0.050 meV) is crucial 
for a clean separation of quasi-elastic and 
inelastic scattering [18]. It turns out that a 
quasi-elastic signal of the type expected in a 
QSI is measurable in Pr2Hf2O7, and that its 
q-dependence is distinguishable from the 
“starfish” scattering observed at finite energy 
transfers and ascribed to the gapped excita-
tions of the QSI state. 

Finally, we should certainly mention here 
the recent interest on Ce3+-based pyrochlores. 
On the basis of bulk measurements and muon 
spin relaxation experiments, Ce2Sn2O7 was 
identified as a candidate material for the re-
alization of a quantum spin liquid state on 
the pyrochlore lattice [54]. It was then pointed 
by theoreticians that the bulk properties sup-
port the existence of a ‘dipole-octupole’ 
ground state doublet [55], meaning that the 
degrees of freedom are magnetic octupoles 
in directions perpendicular to the local trigo-
nal direction of the magnetic dipoles. Re-
cently, neutron scattering experiments were 
reported on the related zirconate compound 
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[56-57]. Though being at an early stage, these 
results further confirm the interest of Ce3+-
based pyrochlores.

CONCLUSIONS AND OUTLOOK

Our neutron scattering study of Pr2Hf2O7 re-
veals signatures of a quantum spin ice ground 
state. Such observations constitute a concrete 
example of a three-dimensional quantum spin 
liquid – a topical state of matter that has so 
far mostly been observed in lower dimensi-
ons. First, the mapping of the quasi-elastic 
structure factor at 0.05 K in this material re-
veals pinch points (Figures 2 and 3) – a sig-
nature of a classical spin ice – that are parti-
ally suppressed, as expected in a quantum 
spin ice. The line shape of the pinch-point 
scattering was compared with calculations of 
a lattice field theory of a quantum spin ice, in 
which low-energy gapless photon excitations 
explain the broadening of the curve. This re-
sult allows an estimate for the speed of light 
associated with magnetic photon excitations. 
Second, our data also reveal a continuum of 
inelastic spin excitations (Figure 4), which 

resemble predictions for the fractionalized, 
topological excitations of a quantum spin ice. 
Taken together, these two signatures strongly 
suggest that the low-energy physics of 
Pr2Hf2O7 can be described by emergent quan-
tum electrodynamics.

Further experimental work is needed to 
fully characterize the low temperature state 
of Pr2Hf2O7. This includes careful measure-
ments of the heat capacity down to very low 
temperature in order to compare its temper-
ature dependence with predictions for linear-
ly-dispersing photons, and to determine the 
entropy associated with the spin-liquid state. 
Moreover, detailed predictions of how pinch 
points evolve with temperature exist and such 
measurements would provide important in-
formation about quantum coherence in the 
QSI state. Finally, directly probing the photons 
through higher resolution techniques, using 
for example neutron spin echo or back-scat-
tering instruments, is one of the ultimate 
experimental goals in a QSI material.
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Abstract
Spinels of the chemical formula AB2X4 are im-
portant systems in the study of frustrated mag- 
netism. Their A and B sites constitute the dia-
mond and pyrochlore lattices, respectively, 
whose special geometries might lead to exotic 
spin correlations. In this article, we discuss our 
neutron scattering works on the frustrated 
spinels. We focus on two representative sys-
tems: CdEr2X4 (X = Se, S) where the B-site Er3+ 

spins manifest the spin ice correlations and 
MnSc2S4 where the A-site Mn2+ spins give rise 
to the spiral spin-liquid state.

INTRODUCTION TO FRUSTRATED 
MAGNETISM

The main idea of introducing frustration to 
magnetic systems is to enhance quantum and 
thermal fluctuations. In this way, the classical 
ground state is no longer that favored and the 
resulting state might be quite exotic [1]. An 
illustrating example can be found in Fig. 1, 
where we compare the ground state energy of 
two antiferromagnetically-coupled spin pla-
quettes. For the un-frustrated square pla-
quette, all the four nearest-neighbour pairs 
are anti-parallel and the ground state energy 
is −|J|S2 per spin. While for the frustrated tri-
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angular plaquette, the neighbouring spins 
define a 120° angle and the ground state 
energy becomes −|J|S2/2 per spin, which is 
much higher than the unfrustrated case. There-
fore, the classical long-range ordered states 
for frustrated lattices become less favorable 
in energy, leaving more ‘room’ for thermal and 
quantum fluctuations to play a role. One well-
known example is the resonating-valence-
bond state initially proposed by Fazekas and 
Anderson [2], where the classical long-range 
order is completely removed by quantum fluc-
tuations and the low energy excitations are 
S=1/2 spinons rather than the conventional 
S=1 magnons.

One important consequence of frustration 
is the huge degeneracy of the ground states, 
and this is especially true for the classical 
systems with relatively large spins. We may 
take the kagomé lattice as an example, which 
is constituted of corner-sharing triangles. 
Assuming an equal antiferromagnetic  
coupling strength for all the nearest-neigh-
bour bonds, the spin Hamiltonian
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is relieved becomes an interesting question. Several perturbations might play a role. One

is the further neighbor couplings, which add more constraints to the ground state manifold.

Another possibility is the spin-lattice coupling. This works because the super-exchange

interaction usually depends on the distance between the spins. If there is a lattice distortion,

the strength of the exchange coupling will become different, so that the degeneracy of the

ground state can also be relieved. Finally, even the thermal fluctuations might relieve the

ground state degeneracy. The reason is that although the ground states have equal energies,

their low energy excitations might be very different. If there is some state that is extremely

prone to low energy excitations, it might be favored by the thermal fluctuations as the

long-range ordered state, leading to the order-by-disorder transition.

In this article, we concentrate on the spinel systems AB2X4, where the A and B sites

constitute the diamond and pyrochlore lattices, respectively (see Fig. 2). With our neutron

scattering works on CdEr2X4 (X = Se, S) and MnSc2S4, we are able to observe how the

different geometries of the lattice are influencing the spin behavior and give rise to rich

correlated states [3, 4].

SPIN ICE STATES IN CdEr2X4

In the water ice, there are four O-H bonds around each oxygen ions: two are short

covalent bonds and two are long hydrogen bonds, which leads to the 2-near-2-far ice-rule

of the hydrogen position. A similar state can be realized on the pyrochlore lattice, where

the spins on the vertex of the tetrahedra obey a 2-in-2-out ice-rule [5, 6]. To realize such a

spin ice state, two conditions must be satisfied. Firstly, the spins should be constrained by

the local crystal electric field (CEF) to the lines that connect the centers of the tetrahedra;
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FIG. 2. The diamond (a) and pyrochlore (b) lattice formed by the A and B sites of the spinel,

respectively.
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Fig. 2
The diamond (a) and pyrochlore 
(b) lattice formed by the A and B 
sites of the spinel, respectively.

INTRODUCTION TO FRUSTRATED MAGNETISM

The main idea of introducing frustration to magnetic systems is to enhance the quantum

and thermal fluctuations. In this way, the classical ground state is no longer that favored

and the resulting state might be quite exotic [1]. An illustrating example can be found

in Fig. 1, where we compare the ground state energy of two antiferromagnetically-coupled

spin plaquettes. For the un-frustrated square plaquette, all the four nearest-neighbour pairs

are anti-parallel and the ground state energy is −|J |S2 per spin. While for the frustrated

triangular plaquette, the neighbouring spins define a 120◦ angle and the ground state energy

becomes −|J |S2/2 per spin, which is much higher than the unfrustrated case. Therefore,

the classical long-range ordered states for frustrated lattices become less favorable in energy,

leaving more ‘room’ for the thermal and quantum fluctuations to play a role. One well-known

example is the resonating-valence-bond state initially proposed by Fazekas and Anderson [2],

where the classical long-range order is completely removed by quantum fluctuations and the

low energy excitations are S = 1/2 spinons rather than the conventional S = 1 magnons.

J J

a b

FIG. 1. Classical ground state configurations for nearest-neighbour antiferromagnetically coupled

square (a) and triangular (b) plaquette.

One important consequence of frustration is the huge degeneracy of the ground states,

and this is especially true for the classical systems with relatively large spins. We may take

the kagomé lattice as an example, which is constituted of corner-sharing triangles. Assuming

an equal antiferromagnetic coupling strength for all the nearest-neighbour bonds, the spin

Hamiltonian H = J
∑

〈ij〉 SiSj, where i, j denote different spin sites, can be transformed to

H = 1/2J
∑

∆(S∆)
2 + const, where ∆ indexes different triangles and S∆ is the sum of the

total spin over the triangle ∆. It is immediately clear that any state with zero total moment

over the triangles can be the ground state.

On the other hand, we know that most of the classical systems will finally settle into a

unique long-range ordered state at low temperature. Then how this ground-state degeneracy

2
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energies, their low energy excitations might 
be very different. If there is some state that is 
extremely prone to low energy excitations, it 
might be favored by thermal fluctuations as 
the long-range ordered state, leading to the 
order-by-disorder transition.

In this article, we concentrate on the spinel 
systems AB2X4, where the A and B sites con-
stitute diamond and pyrochlore lattices, re-
spectively (see Fig. 2). With our neutron scat-
tering works on CdEr2X4 (X = Se, S) and 
MnSc2S4, we are able to observe how different 
lattice geometries are influencing the spin 
behavior and give rise to rich correlated states 
[3, 4].

SPIN ICE STATES IN CdEr2X4

In the water ice, there are four O-H bonds 
around each oxygen ions: two are short cova-
lent bonds and two are long hydrogen bonds, 

which leads to the 2-near-2-far ice-rule of the 
hydrogen position. A similar state can be re-
alized on the pyrochlore lattice, where the 
spins on the vertex of the tetrahedra obey a 
2-in-2-out ice-rule [5, 6]. To realize such a spin 
ice state, two conditions must be satisfied. 
Firstly, the spins should be constrained by the 
local crystal electric field (CEF) to the lines 
that connect the centers of the tetrahedra; 
Secondly, the coupling between the spins 
should be ferromagnetic so that the 2-in-2-out 
state is the ground state. The existence of the 
spin ice state has been well established in 
the pyrochlore titanates like Dy2Ti2O7 and 
Ho2Ti2O7, where the nearest-neighbour coup-
lings are dominated by ferromagnetic dipolar 
interactions [5, 6].

Recent transport measurements revealed 
the spinel compound of CdEr2Se4 to be the 
first spin ice candidate beyond the pyrochlores 
and calls for neutron scattering studies to 
provide the microscopic evidence [7]. Follow-
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FIG. 3. (color online). Inelastic neutron scattering results of the CEF transitions in CdEr2Se4

(measured at T = 2 K) and CdEr2S4 (measured at T = 1.5 K). Error bars are smaller than the

symbol size. The fits are shown as the solid lines. The inset shows the fitted energies of the CEF

levels for CdEr2Se4 (left column) and CdEr2S4 (right column).

Secondly, the coupling between the spins should be ferromagnetic so that the 2-in-2-out

state is the ground state. The existence of the spin ice state has been well established in the

pyrochlore titanates like Dy2Ti2O7 and Ho2Ti2O7, where the nearest-neighbour couplings

are dominated by the ferromagnetic dipolar interactions [5, 6].

Recent transport measurements revealed the spinel compound of CdEr2Se4 to be the

first spin ice candidate beyond the pyrochlores and calls for neutron scattering studies to

provide the microscopic evidence [7]. Following the two conditions discussed previously, we

first employ inelastic neutron scattering to prove the Ising character of the Er+3 spins in

CdEr2Se4 and CdEr2S4, and then use diffuse neutron scattering to prove the ferromagnetic

character of the spin interactions.

Our powder samples of CdEr2Se4 and CdEr2S4 were synthesized by the solid state reac-

tion method. To reduce neutron absorption, the 114Cd isotope was used. Fig. 3 presents

the inelastic neutron scattering results of the CEF transitions in CdEr2Se4 and CdEr2S4

collected on IN4 at Institut Laue-Langevin (ILL) with 1.21 and 2.41 Å incident neutron

wavelengths. Altogether 6 peaks are observed at the base temperature for both compounds,

which is consistent with the Stokes transitions within the Er3+ 4I15/2 manifold under D3d

symmetry. Using the McPhase program [8], we fitted the measured spectra with the CEF

Hamiltonian H =
∑

lm Bm
l Ôm

l , where Ôm
l are the Stevens operators and Bm

l are the corre-

sponding coefficients. The fitting results are shown in Fig. 3 as the solid lines and Table I
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Fig. 3
(color online). Inelastic neutron scattering results of the CEF transitions in CdEr2Se4 (measured at 
T = 2 K) and CdEr2S4 (measured at T = 1.5 K). Error bars are smaller than the symbol size. The fits 
are shown as solid lines. The inset shows the fitted energies of the CEF levels for CdEr2Se4 (left col-
umn) and CdEr2S4 (right column).
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ing the two conditions discussed previously, 
we first employ inelastic neutron scattering 
to prove the Ising character of the Er+3 spins 
in CdEr2Se4 and CdEr2S4, and then use diffuse 
neutron scattering to prove the ferromagnetic 
character of the spin interactions.

Our powder samples of CdEr2Se4 and 
CdEr2S4 were synthesized by the solid-state 
reaction method. To reduce neutron absorp-
tion, the 114Cd isotope was used. Fig. 3 pre-
sents the inelastic neutron scattering results 
of the CEF transitions in CdEr2Se4 and CdEr2S4 
collected on IN4 at Institut Laue-Langevin (ILL) 
with 1.21 and 2.41 Å incident neutron wave-
lengths. Altogether 6 peaks are observed at 
the base temperature for both compounds, 
which is consistent with the Stokes transitions 
within the Er3+ 4I15/2 manifold under D3d sym-
metry. Using the McPhase program [8], we 
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are dominated by the ferromagnetic dipolar interactions [5, 6].

Recent transport measurements revealed the spinel compound of CdEr2Se4 to be the

first spin ice candidate beyond the pyrochlores and calls for neutron scattering studies to
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are dominated by the ferromagnetic dipolar interactions [5, 6].
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are dominated by the ferromagnetic dipolar interactions [5, 6].
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first spin ice candidate beyond the pyrochlores and calls for neutron scattering studies to
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nents and have almost the same anisotropic 
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TABLE I. The fitted Wybourne CEF parameters (meV) and ground state doublets for CdEr2Se4

and CdEr2S4.
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CdEr2S4 −29.18 −122.72 −113.66 25.97 −21.89 14.41

Jz ±15/2 ±9/2 ±3/2 ∓3/2 ∓9/2

CdEr2Se4 ±0.906 0.386 ±0.159 −0.073 ±0.004

CdEr2S4 ±0.904 0.391 ±0.145 −0.094 ±0.006
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FIG. 4. (color online). CdEr2Se4 magnetic scattering at 0.07, 0.5, and 1.5 K obtained from the

xyz polarization analysis. The 0.5 (1.5) K data is shifted by 6 (12) along the y axis. The Monte

Carlo simulation results are shown as the solid red lines.

lists the fitted CEF parameters and ground state wavefunctions. Specifically, the wavefunc-

tions for both of the ground state doublets are dominated by the |15/2,±15/2〉 components

and have almost the same anisotropic g-factors of g⊥ = 0 and g‖ = 16.4, which is consistent

with the previous report for CdEr2Se4 [7]. Thus our inelastic neutron scattering results

confirm the Ising character of the Er3+ spins in CdEr2Se4 and CdEr2S4.

Next, we used diffuse neutron scattering to study the short spin correlations. Fig. 4

presents the quasi-static spin-spin correlations in CdEr2Se4 obtained from polarized neutron

diffuse scattering. The experiment was performed on D7 at ILL with a 4.8 Å setup [9].

Broad peaks are observed at 0.6 and 1.4 Å−1, and the overall pattern is very similar to that

of the known dipolar spin ices [10–12].

To fit the observed spin-spin correlations in CdEr2Se4, we performed single-spin-flip

Monte Carlo simulations for the dipolar spin ice model with exchange couplings up to the
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at 0.07, 0.5, and 1.5 K obtained from the xyz 
polarization analysis. The 0.5 (1.5) K data is 
shifted by 6 (12) along the y axis. The Monte 
Carlo simulation results are shown as solid 
red lines.



27

Broad peaks are observed at 0.6 and 1.4 Å −1, 
and the overall pattern is very similar to that 
of the known dipolar spin ices [10–12].

To fit the observed spin-spin correlations 
in CdEr2Se4, we performed single-spin-flip 
Monte Carlo simulations for the dipolar spin 
ice model with exchange couplings up to the 
second neighbors [13]:second neighbors [13]:

H = J1
∑
〈ij〉

σiσj + J2
∑
〈〈ij〉〉

σiσj

+ Dr30
∑
ij

[
�ni · �nj

|rij|3
− 3(�ni · �rij)(�nj · �rij)

|rij|5

]
σiσj. (1)

Here, �ni is the unit vector along the local 〈111〉 axes with the positive direction pointing from

one diamond sublattice of the tetrahedra center to the other, σi = ±1 is the corresponding

Ising variable, J1 and J2 are the exchange interactions for nearest neighbors (NN) 〈ij〉 and

second-nearest neighbors 〈〈ij〉〉, respectively, r0 is the NN distance, and D is the dipolar

interaction, 0.616 and 0.690 K for CdEr2Se4 and CdEr2S4, respectively. With the ALPS

package [14], we implemented the Hamiltonian (1) on a 6 × 6 × 6 supercell with periodic

boundary conditions. Assuming the effective NN coupling Jeff = J1 + 5D/3 to be equal to

1 K at which temperature the CdEr2Se4 specific heat maximum was observed [7], we fixed

J1 to −0.027 K and only varied J2 in the fitting process. As is shown in Fig. 4, the model

with J2 = 0.042 K fits the measured spin correlations very well. Therefore, our simulations

confirm the dominance of the dipolar interactions in CdEr2Se4. Non-polarized neutron

diffuse scattering results for CdEr2S4 have similar Q-dependence as that of CdEr2Se4 and

can be fitted by the dipolar spin ice model as well. In this way, we establish the existence

of the dipolar spin ice state in CdEr2Se4 and CdEr2S4.

SPIRAL SPIN-LIQUID AND THE EMERGENCE OF A TRIPLE-Q VORTEX-LIKE

STATE IN MnSc2S4
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FIG. 5. Diamond lattice of Mn2+ ions in MnSc2S4, (110) planes are shaded blue. (b) Spiral surface

(gray) predicted by mean-field theory for the J1-J2 model with the ratio |J2/J1| = 0.85. The red

ring emphasizes a cut within the (HK0) plane (blue). (c).

populated at the same time, the system then realizes the so-called spiral spin-liquid state

[15].

Although MnSc2S4 has been viewed as a promising candidate to realize the spiral spin-

liquid state [15, 16], there have been no direct observation of the spiral surface due to the

lack of single crystal sample. Recently we managed to grow high quality MnSc2S4 single

crystals and the direct exploration of the spin-spin correlations in reciprocal space becomes

possible.

Fig. 6a-c presents our magnetic diffuse scattering results at T = 7.0, 3.5, and 2.9 K

obtained on DNS at Heinz Maier-Leibnitz Zentrum (MLZ) using polarized neutron with

an incoming wavelength of 4.5 Å. With decreasing temperature, a squared-ring pattern

gradually appear, which evidences the existence of the spiral surface. In order to fix the ratio

J2/J1, Monte Carlo simulations were performed. As is compared in Fig. 6, the simulation

with |J2/J1| = 0.85 and T/|J1| = 0.55 can reproduce the experimental data very well. This

high value of |J2/J1| puts MnSc2S4 deep in the spiral spin-liquid phase and establishes it as

the first A-site spinel that realizes the spiral spin-liquid state.

Besides the spiral spin-liquid state, we also investigated the long-range ordered state at

T < TN . For that purpose, we performed single crystal neutron diffraction experiments on

TriCS at the Swiss Spallation Neutron Source (SINQ) of Paul Scherrer Institut (PSI) and

also spherical neutron polarimetry experiments on TASP with MuPAD at SINQ and IN22

with CryoPAD at ILL. Our experiments reveal multiple transitions: at 2.2 K, the system

first enters a sinusoidally modulated collinear phase with q = (0.75 0.75 0); at 1.64 K, it
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when all the possible spiral states are popu-
lated at the same time, the system then rea-
lizes the so-called spiral spin-liquid state [15].

Although MnSc2S4 has been viewed as a 
promising candidate to realize the spiral spin- 
liquid state [15, 16], there have been no direct 
observation of the spiral surface due to the 
lack of single crystal sample. Recently we 
managed to grow high quality MnSc2S4 single 
crystals and the direct exploration of the spin 
correlations in reciprocal space becomes 
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Fig. 6a-c presents our magnetic diffuse 
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obtained on DNS at Heinz Maier-Leibnitz Zen-
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FIG. 6. Magnetic diffuse scattering in the (hk0) plane of MnSc2S4 measured at temperatures 2.9

(a), 3.5 (b), and 7 K (c). A measurement at 50 K has been subtracted as the background. Panel

d shows the Monte Carlo simulation results using the J1-J2 model with the ratio |J2/J1| = 0.85

and T/|J1| = 0.55.

then enters a transitional incommensurate phase with q = (0.75± 0.02 0.75∓ 0.02 0); and

finally, at 1.46 K, the system enters a helical phase with q back to the (0.75 0.75 0) position.

Such a multi-step transition is a direct evidence for the importance of perturbations from

the thrid-neighbour coupling J3 and the dipolar interactions.

The established collinear and helical phases are both single-q structures, meaning that the

12 arms of the 〈0.75 0.75 0〉 star form independent magnetic domains. Fig. 7b,c summarize

the response of all the 12 arms for the collinear and helical phases when we applied a

magnetic field along the [001] direction. However, after cooling from the collinear phase in a

field of 3.5 T, refinements of the neutron diffraction datasets reveal that although the single-

arm structure stays the same, the previously suppressed arms reappear with all the 12 arms

having about the same intensities. This intensity re-distribution, which is summarized in

Fig. 7e, is contradictory to the domain effect expected for a single-q structure, and evidences

the emergence of a field-induced multi-q phase. By studying the H and T dependence of

8

Fig. 6
Magnetic diffuse scattering in the (hk0) plane of MnSc2S4 measured at T = 2.9 (a), 3.5 (b), and 7 K 
(c). A measurement at 50 K has been subtracted as the background. Panel d shows the Monte 
Carlo simulation results using the J1-J2 model with the ratio |J2/J1| = 0.85 and T/|J1| = 0.55.
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enters a transitional incommensurate phase 
with q = (0.75 ± 0.02 0.75 ± 0.02 0); and fi-
nally, at 1.46 K, the system enters a helical 
phase with q back to the (0.75 0.75 0) posi-
tion. Such a multi-step transition is a direct 
evidence for the importance of perturbations 
from the thrid-neighbour coupling J3 and the 
dipolar interactions.

The established collinear and helical 
phases are both single-q structures, meaning 
that the 12 arms of the <0.75 0.75 0> star form 
independent magnetic domains. Fig. 7b,c 
summarize the response of all the 12 arms for 
the collinear and helical phases when we 
applied a magnetic field along the [001] di-
rection. However, after cooling from the col-
linear phase in a field of 3.5 T, refinements of 
the neutron diffraction datasets reveal that 
although the single-arm structure stays the 
same, the previously suppressed arms re-ap-
pear with all the 12 arms having about the 
same intensities. This intensity re-distribu-
tion, which is summarized in Fig. 7e, is con-

tradictory to the domain effect expected for a 
single-q structure, and evidences the emer-
gence of a field-induced multi-q phase. By 
studying the H and T dependence of the in-
tensity of the (0.75 0.75 0) Bragg peak, the 
extent of this multi-q phase is mapped out in 
Fig. 8.

We propose the field-induced phase to be 
a triple-q state with:

the intensity of the (0.75 0.75 0) Bragg peak, the extent of this multi-q phase is mapped

out in Fig. 8.

We propose the field-induced phase to be a triple-q state with:

M(r) =
3∑

j=1

(mje
i(qj ·r+φj) + c. c.), (3)

where the three coplanar qj satisfy
∑3

j=1 qj = 0 (e.g., q1 = (0.75 0.75 0), q2 = (0 0.75

0.75), and q3 = (0.75 0 0.75)), similar to that observed in the skyrmion lattice [17]; mj

is the real basis vector perpendicular to qj; φj describes an additional phase factor; and

c.c. is the complex conjugate. Four triple-q domains formed in this way are symmetrically

equivalent under the [001] magnetic field, which explains the equal intensity distribution

shown in Fig. 7d. In contrast, in Fig. 7e we plot the distribution measured under a 3.5 T

magnetic field along the [111] direction. This [111] field breaks the symmetry and therefore

only one triple-q domain with arms perpendicular to H can be observed.

Although neutron diffraction is not sensitive to the phase factor φj and the triple-q

structure cannot be uniquely defined, we find that no matter what specific values of φj are

chosen, there is always a winding feature in the generated magnetic structure. Therefore, this

triple-q phase in MnSc2S4 actually realizes the vortex state recently predicted in frustrated
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FIG. 7. Comparison between the observed and calculated intensities of the (a) helical and (b)

collinear phases. (c) The helical structure (top) and the sinusoidally-modulated collinear structure

(bottom) refined from the data at 1.38 and 1.70 K. Blue shaded planes are perpendicular to the

propagation vector (e.g., (110) planes for q = (0.75 0.75 0), which are also shown in the crystal

structure of Fig. 5); In these planes the ordered moments have the same size and orientation.
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Fig. 7
Comparison between the observed and calculated intensities of the (a) helical and (b) collinear 
phases. (c) The helical structure (top) and the sinusoidally-modulated collinear structure (bottom) 
refined from the data at 1.38 and 1.70 K. Blue shaded planes are perpendicular to the propagation 
vector (e.g., (110) planes for q = (0.75 0.75 0), which are also shown in the crystal structure of Fig. 
5); In these planes the ordered moments have the same size and orientation.
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in Fig.7e we plot the distribution measured 
under a 3.5 T magnetic field along the [111] 
direction. This [111] field breaks the symmetry 
and therefore only one triple-q domain with 
arms perpendicular to H can be observed.

Although neutron diffraction is not sensi-
tive to the phase factor φj and the triple-q 
structure cannot be uniquely defined, we find 
that no matter what specific values of φj are 
chosen, there is always a winding feature in 
the generated magnetic structure. Therefore, 
this triple-q phase in MnSc2S4 actually realizes 
the vortex state recently predicted in frus-
trated antiferromagnets [18].

CONCLUSION

Using neutron scattering, we have investiga-
ted the spin correlations in two representative 
spinel systems of CdEr2X4 (X = S, Se) and 
MnSc2S4. Due to the special geometry of the 
diamond lattice of the A sites and the pyro-
chlore lattice of the B sites, very unusual spin 
correlations have been revealed: the Er3+ spins 

in CdEr2X4 are found to mimic the behavior of 
water ice; while the Mn2+ spins form a spiral 
spin-liquid state and give rise to a triple-q 
state under magnetic field.
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The Name of the SGN/SNSS has 
changed to “Swiss Neutron Science 
Society”

The General Assembly of the Society on Nov. 
26, 2018, has accepted to change the name 
of the Society from “Swiss Neutron Scattering 
Society” to the new name “Swiss Neutron 
Science Society”. This change of name reflects 
the openness of the society for all researchers 
who need access to neutron sources. See the 
Minutes of the General Assembly in this issue 
of Swiss Neutron News for more information.

SGN/SSDN Members

Presently the SGN/SSSN has 188 members. 
New members can register online on the SGN 
website: http://sgn.web.psi.ch

SGN/SSSN Annual Member Fee

The SGN/SSSN members are kindly asked to 
pay their annual member fees. At the general 
assembly 2013 of the society, the fee has been 
increased from CHF 10 to CHF 20. It can be 
paid either by bank transfer or in cash during 
your next visit at PSI. The bank account of the 

society is accessible for both Swiss national 
and international bank transfers: 
Postfinance: 50-70723-6 (BIC: POFICHBE), 
IBAN: CH39 0900 0000 5007 0723 6.

The SGN/SSSN is an organization with tax 
charitable status. All fees and donations 
payed to the SGN/SSSN are tax deductible.

PSI Facility News

Recent news and scientific highlights of the 
three major PSI user facilities SLS, SINQ and 
SμS can be found in the quarterly electronic 
newsletter available online under: 
www.psi.ch/science/facility-newsletter

SINQ Upgrade

No neutrons are produced at the Swiss spalla-
tion neutron source SINQ in 2019, as SINQ re-
ceives a major upgrade in 2019 and 2020. The 
next call for beam-time proposals is planned to 
be launched early in 2020. Please visit the page:
www.psi.ch/sinq/call-for-proposals  
to obtain the latest information.

Announcements
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Registration of publications

Please remember to register all publications 
either based on data taken at SINQ, SLS, SμS 
or having a PSI co-author to the Digital Object 
Repository at PSI (DORA): 
www.dora.lib4ri.ch/psi/
Please follow the link ‘Add Publication’.

Open Positions at SINQ and ILL

To look for open positions at SINQ or ILL, have 
a look at the following webpages: 
www.psi.ch/pa/stellenangebote
www.ill.eu/careers/all-our-vacancies/?L=0 

PhD positions at ILL

The PhD program of the Institut Laue-Lan-
gevin, ILL, is open to researchers in Switzer-
land. Consult the page www.ill.eu/science- 
technology/phd-students/home/  
for information on the PhD program of ILL or 
get in contact with the managers of the pro-
gram using the email address phd@ill.fr.
The Swiss agreement with the ILL includes 
that ILL funds and hosts one PhD student from 
Switzerland.
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1. Welcome

Henrik Ronnow, president of the Swiss Neut-
ron Scattering Society, welcomes the partici-
pants to the general assembly 2018.

2. Minutes of the General Assembly 
2017

The minutes of the general assembly of the SGN/
SSDN from 3.11.2017, published in Swiss Neutron 
News #51 are accepted without objections.

3. Annual Report of the Chairman

H. Ronnow reports on the activities of the 
SGN/SSDN in the years 2017 and 2018:
a) The fourth (2017) and fifth (2018) Young 
Scientist Prize of the SGN/SSDN sponsored 
by Swiss Neutronics have been awarded to 
Dr. Viviane Lutz-Bueno and Dr. Shang Gao, 
respectively.
b) Two issues of Swiss Neutron News have 
appeared in April and October 2017 and ano-
ther two have appeared in May and November 
2018. 
c) The SGN/SSDN has 212 members at the time 
of the assembly.

Minutes of the SGN/SSDN General 
Assembly 2018

Date/Location
November 26, 2018, Paul Scherrer Institut

Start
15:00

End
17:30

Participants
15 members of the society
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4. Report of the Treasurer
The annual balance sheet 2017 is presented: 
Assets SGN/SSDN on 1.1.2017: SFr  5789.35

 Revenues [SFr] Expenses [SFr]

Membership-fees (cash box) 60.00
Membership-fees (postal check acc.) 340.00
Donations 50.00
Deposit prize money 1000.00

Expenses Postfinance account 63.00

Payout prize money 1000.00

Total 1450.00 1063.00

Net earnings 2017 SFr 387.00

Balance sheet 2017: Assets [SFr] Liabilities [SFr]

Postfinance account 4976.35
Cash box 1200.00

Assets on 31.12.2017  6176.35

5. Report of the Auditors
5. Report of the Auditors 

Both Auditors  (K.  Krämer and M. Zolliker)  have examined the bookkeeping and the 
balance  2017.  They  have  accepted  it  without  objection.  The  participants  therefore 
unanimously vote for the release of the SGN/SSDN board.

6. Budget 2019

H. Ronnow presents the following proposal for the budget 2019:

Receipts [SFr] Expenditures [SFr]
-------------------------------------------------------------------------------------------------

member fees 500.00
interest     0.00
welcome reception
fees PC account    63.00
-------------------------------------------------------------------------------------------------
Total 500.00    63.00

Total receipts 2019 437.00
-------------------------------------------------------------------------------------------------
assets 31.12.2019           6613.35

The participants accept the budget proposal  unanimously.  As in the general  assembly 
2017, the membership fees for students are discussed and it is again proposed that the 
membership for students could be free. A vote is taken, and free membership for students 
is accepted unanimously.



36

H. Ronnow presents the following proposal for the budget 2019:

Receipts [SFr] Expenditures [SFr]

member fees 500.00

interest 0.00

welcome reception

fees PC account 63.00

Total 500.00 63.00

Total receipts 2019 437.00

assets 31.12.2019  6613.35

6. Budget 2019

The participants accept the budget proposal 
unanimously. As in the general assembly 
2017, the membership fees for students are 
discussed and it is again proposed that the 
membership for students could be free. A vote 
is taken, and free membership for students 
is accepted unanimously.

Christian Rüegg proposes that the SGN 
could sponsor an apéro at the SPS meeting 
linked to the session on neutron scattering to 
improve the visibility of the SGN.
Related to free membership for students, the 
bylaws of the SGN are discussed. There is a 
consensus that the bylaws should say clearly 
who has to pay membership fees and who 
has the right to take part in votes.

The idea of an on-line voting system is 
brought up, which would allow members to 
take part in votes without traveling to the 
general assembly. The board of SGN will pre-
pare a proposal for clearer bylaws for the 
assembly in 2019, and a vote about any 
changes can be taken in 2019.

7.SGN board for the period  
2019 – 2021

The term of the SGN board, Prof. Henrik Ron-
now (president), Dr. Michel Kenzelmann, and 
PD Dr. Urs Gasser (secretary), ends in 2018. 
As announced at the general assembly in 2017, 

Both Auditors (K. Krämer and M. Zolliker) have 
examined the bookkeeping and the balance 
2017. They have accepted it without objection. 

The participants therefore unanimously vote 
for the release of the SGN/SSDN board.
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H. Ronnow and U. Gasser are willing to stay 
on the SGN board for another term (2019–
2021), while Prof. Michel Kenzelmann resigns. 
The board of SGN proposes Prof. Markus 
Strobl and PD Dr. Karl Krämer as new board 
members. Prof. Markus Strobl and PD Dr. Karl 
Krämer are elected without a dissentient vote. 
U. Gasser and H. Ronnow are unanimously 
re-elected as board member (secretary) and 
president of the society, respectively.

8. News from ENSA (H. Ronnow)

a. ENSA has participated as a partner in two 
proposals for EU funding for neutron sour-
ces in Europe. One of these, BrightnESS2, 
has been successful. ENSA will employ a 
coordinator for BrightnESS2.

b. Since 2015, Christiane Alba-Simionesco 
(LLB, France) is the chairperson of ENSA, 
and Ferenc Mezei (ESS) is the vice-chair-
man. Their term has ended but was exten-
ded until new chair persons are elected. 
The elections of the vice-chair have been 
started in autumn 2018, and the new vice-
chair is expected to take over from Ferenc 
Mezei in spring 2019. The chair elections 
take place half a year later, and the new 
chair person will take over from Christiane 
Alba-Simionesco in autumn 2019. Nomina-
tions for the new chair can still be made.

c. H. Ronnow has been nominated for both 
the vice-chair and the chair of ENSA. If he 
is elected as the new chair of ENSA, SGN 
will have to find a new president. Other 
nominations for the chair are: Arantxa Arbe 
(Spain) and Laszlo Rosta (Hungary). 

9. News from ILL (Ch. Rüegg)

a. The operation of ILL as a European neut-
ron source has been extended until 2030. 
All member countries want to keep their 
membership for the next 5 years. Italy, 
however, has unresolved financial issues.

b. There have been uncertainties about the 
fuel for the ILL reactor, but fuel is now 
secured for the next 10 years.

c. The ILL has obtained 30 MEUR for new 
instrumentation to be realized in the MIL-
LENNIUM and ENDURANCE programs.

d. The user operation in 2017 was interrup-
ted due to cancelled beam cycles, which 
has caused a lot of backlog experiments 
for 2018. In 2018, all planned cycles took 
place and the postponed and new expe-
riments could be completed.

e. The Swiss request for beam time in 2018 
was again higher than the national ba-
lance for Switzerland. A few experiments 
were, therefore, shifted to the CRG inst-
ruments with Swiss participation.

f. From middle 2019 until middle 2020, ILL 
will have a long shutdown, which is used 
to install new beam tubes. This overlaps 
with the long shutdown of SINQ.

10. News from ESS (Ch. Rüegg)

a. First neutrons at ESS are planned for 2019. 
Delays in the construction, however, have 
pushed the commissioning of the first 
three instruments to 2023, this was  pre-
viously planned for 2020/21. The user 
program is now planned to start in 2024, 
and ESS is planned to have 15 running in-
struments in 2029. 
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b. A smooth transition from the ILL to ESS and 
continuous access to a very intense neut-
ron source is of great interest for Swiss 
neutron users. It will be the task of SGN to 
do the lobbying for this in Berne.

c. Switzerland is still involved in five instru-
ments for ESS: ESTIA, BIFROST, HEIMDAL, 
ODIN and MAGIC. The reflectometer ESTIA 
(100% Swiss) is planned to be among the 
first instruments.

d. Switzerland is represented at ESS by  
Dr. Marc Janoschek (PSI) in the group for 
instrumentation, and Henrik Ronnow has 
been nominated to be the Swiss member 
in the Scientific Advisory Board of ESS.

11. News from SINQ (M. Kenzelmann)

a. Due to the long shutdown of SINQ until 
beginning of July 2018, there was only one 
call for proposals in Feb. 2018 for all ins-
truments of SINQ. In addition, a second 
call for a few instruments was launched 
in summer 2018. Overall, a good number 
of proposals was received.

b. The commissioning of the new spectro-
meter CAMEA was started in November 
2018 with fast progress. CAMEA is planned 
to be fully operational before the shut-
down in December 2018.

c. The timeline of the SINQ upgrade remains 
unchanged. SINQ will be shut down in 
2019 for the exchange of the neutron 
guides and work in the neutron bunker. 
The commissioning of the instruments 
with minor upgrade (FOCUS, TASP, SANS-
I, Rita-2/CAMEA) is planned for January 
and February 2020. The second commis-
sioning phase for AMOR, DMC, SANS-LLB 

and the instruments Orion and Narziss is 
planned to follow later in 2020.

d. In addition to the previous plans for the 
SINQ upgrade, the spectrometer Mor-
pheus is now also planned to be upgraded 
in collaboration with Forschungszentrum 
Karlsruhe to become a 3-axis instrument. 
It is not planned to include Morpheus in 
the user program.

12.  Name change of the society

In 2016, it was proposed to change the name 
of the Swiss Neutron Scattering Society to 
Swiss Neutron Science Society to reflect the 
openness for all researchers using neutrons. 
At the general assembly 2017, a vote about 
the new name was postponed, because argu-
ments against the new name had been 
brought forward.

The board has opened an online discus-
sion board about the new name, which was 
used by only two members of the society. It 
was mentioned that all activities needing 
access to neutron sources should be included 
in our Society and that it should not be nec-
essary that researchers with interests in sci-
ence using neutrons need to join several or-
ganisations.

In a discussion about the new name, it is 
mentioned that the name should be given at 
least in English, German and French.
A vote is taken, and the new name “Swiss 
Neutron Science Society (SNSS)” / “Schwei-
zerische Gesellschaft für Neutronenforschung 
(SGN)” / “Société Suisse de la Science Neut-
ronique (SSSN)” is accepted without a dissen-
tient vote.
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Miscellaneous

The contents and format of the newsletter of 
the Society, Swiss Neutron News, is dis-
cussed. It is proposed that the printed Swiss 
Neutron News could be replaced with a news-
letter  that is circulated by email. A reduction 
from two to one issue per year is also dis-
cussed. M. Strobl and Ch. Rüegg mention that 
Swiss Neutron News is a good advertisement 
for the Society and that it should have two 
issues per year. H. Ronnow has the feeling 
that Swiss Neutron News in its paper form is 
read and that the printed format is an advan-
tage against the many newsletters that are 
sent out by email.
The board agrees to discuss the format and 
contents of Swiss Neutron News, and all mem-
bers are invited to give their input for changes 
of Swiss Neutron News.

U. Gasser
January 2019
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May 2019

24th Annual Structural Biology Symposium
May 4, 2019, Galveston Island, USA

Gordon Research Seminar: Synergy of Neu-
tron Scattering and Complementary Tools to 
Reveal New States of Matter
May 4-5, 2019, Hong Kong, CN

Gordon Research Conference: Emerging 
Neutronic Approaches for Advanced Materi-
als Study and Innovation in Energy, the En-
vironment, Health and Infrastructure
May 5-10, 2019, Hong Kong, CN

RapiData 2019 at SSRL - Data Collection and 
Structure Solving: A Practical Course in Mac-
romolecular X-Ray Diffraction Measurement
May 5-10, 2019, Menlo Park, CA, USA

CETS 2019: 13th Central European Training 
School on Neutron Techniques
May 5-10, 2019, Budapest, Hungary

EGI Conference 2019
May 6-8, 2019, Amsterdam, The Nether-
lands

Cryo-EM Data Processing Workshop
May 6-9, 2019, Galveston, USA

PPXRD-16 and SPS-XRPD: Spring Pharma-
ceutical Synchrotron X-ray Powder Diffrac-
tion Workshop
May 9-12, 2019, PSI Villigen, Switzerland

RIPATHWAYS Workshop on Socioeconomic 
Impact of Research Infrastructures
May 10, 2019, Barcelona, Spain

Conferences and Workshops 
2019 and beyond

An updated list with online links can be found here: 
http://www.psi.ch/useroffice/conference-calendar 
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French-Swedish school on X-rays and Neu-
trons techniques for the study of functional 
materials for energy
May 13-17, 2019, Lund, Sweden

Advanced Workshop on Cryo-Electron To-
mography
May 13-17, 2019, Vienna, Austria

iNEXT course: X-ray and neutron crystallog-
raphy: from data collection to structures
May 13-17, 2019, Oulu, Finland

Current trends and future of crystallography
May 14, 2019, Prague, Czech Republic

2nd Annual Industrial Biostructures America
May 19-21, 2019, San Diego, US

CNIO Frontiers Meeting. Structural and mo-
lecular biology of the DNA damage response
May 20-22, 2019, Madrid, Spain

Instruct Biennial Structural Biology 
Conference
May 22-24, 2019, Alcalá de Henares 
(near Madrid), Spain

7th International School on Biological 
Crystallization
May 26-31, 2019, Granada, Spain

Biology at different scales, an interplay 
between physics and biology
May 27 - June 7, 2019, Chamonix, France

Modern Cryo-Electron Microscopy. An inter-
national school
May 30 - June17, 2019, Dolgoprudny, Mos-
cow Region, Russia

2019 International School of Crystallography
May 31 - June 9, 2019, Erice, Sicily, Italy

June 2019

14th International Symposium on Macrocy-
clic and Supramolecular Chemistry
June 2-6, 2019, Lecce, Italy

HAXPES 2019: 8th International Conference 
on Hard X-ray Photoelectron Spectroscopy
June 2-7, 2019, Paris, France

Summer School on Mathematical 
Crystallography
June 3-7, 2019, Nancy, France

International Soft Matter Conference
June 3-7, 2019, Edinburgh, UK

SNS/HFIR 2019 Neutron Scattering User 
Meeting
June 4-5, 2019, Oak Ridge National 
Laboratory, Tennessee, USA

MLZ Conference 2019: Neutrons for informa-
tion and quantum technologies
June 4-7, 2019, Lenggries, Germany

HANDS 2019: HFIR/SNS Advanced Neutron 
Diffraction and Scattering Workshop
June 9-14, 2019, Oak Ridge National Labora-
tory, Tennessee, USA

The Zurich School of Crystallography 2019: 
Bring Your Own Crystals
June 16-27, 2019, Zürich, Switzerland
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2019 National School on Neutron and X-ray 
Scattering
June 16-29, 2019, Argonne IL and Oak Ridge 
TN, USA

Bilbao Neutron School BNS 2019: Science 
and Instrumentation for Compact Accelera-
tor-driven Neutron Sources (CANS)
June 17-19, 2019, Leioa - Vizcaya (Spain)

PSI Master School: Introducing photons, 
neutrons and muons for condensed matter 
physics and materials characterization
June 17-21, 2019, PSI Villigen, Switzerland

Open SESAME Environmental Science 
Thematic School
June 23-27, 2019, Allan, Jordan

ANSTO-HZB Neutron School
June 23-28, 2019, Lucas heights, Australia

International Symposium on Structure Biol-
ogy for Drug Discovery at SwissFEL
June 25-27, 2019, PSI Villigen, Switzerland

Nanotech France 2019
June 26-28, 2019, Lucas heights, Australia

July 2019

ECNS 2019: European Conference on Neu-
tron Scattering 2019
July 1-5, 2019, St Petersburg, Russia

MaThCryst: Second Shanghai International 
School
July 1-7, 2019, Shanghai, China

UCANS-8: 8th International Meeting of the 
Union for Compact Accelerator-driven 
Neutron Sources
July 8-11, 2019, Paris, France

DMI-2019: International Workshop on Dzya-
loshinskii-Moriya Interaction and Exotic 
Spin Structures
July 8-12, 2019, St Petersburg, Russia

ISSCG-17: The 17th International Summer 
School on Crystal Growth
July 8-26, 2019, Boulder, Co, USA

ICMF: International Conference on 
Magnetic Fluids
July 8-12, 2019, Paris, France

ISSCG-17: The 17th International Summer 
School on Crystal Growth
July 21-27, 2019, Colorado, USA

2019 CHRNS Summer School on the Funda-
mentals of Neutron Scattering - Spectroscopy
July 22-26, 2019, Gaithersburg, MD, USA

Magnonics 2019
July 28 - August 1, 2019, Carovigno, Italy

Travelling Seminar 2019: Russian-German 
Summer School
July 28 - August 10, 2019, Lake Baikal to 
Moscow, Russia
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August 2019

Racirir Summer School 2019: Structure, Re-
al-time Dynamics and Processes in Complex 
Systems
August 4-11, 2019, Svetlogorsk, Russia

ICPS 2019: International Conference of Phys-
ics Students
August 10-17, 2019, Cologne, Germany

X-ray spectrometry - Satellite of ECM32
August 15-16, 2019, Vienna, Austria

International Advanced School in Muon 
Spectroscopy 2019
August 15-23, 2019, Rutherford Appleton 
Laboratory, Oxfordshire, UK

32nd European Crystallographic Meeting
August 18-23, 2019, Vienna, Austria

JEMS: Joint European Magnetic Symposia
August 26-30, 2019, Uppsala, Sweden

PHOTONICA2019: VII International School 
and Conference on Photonics
August 26-30, 2019, Belgrade, Serbia

European synchrotron and FEL user organi-
sation (ESUO) Regional Workshop
August 28, 2019, Belgrade, Serbia

Traps in Mineralogy
August 31 - September 1, 2019, Perth, Aus-
tralia

September 2019

17th ECSSC European Conference on Solid 
State Chemistry
September 1-4, 2019, Lille, France

DF8: Diffusion Fundamentals VIII
September 1-5, 2019, Erlangen, Germany

17th European School on Rheology
September 2-6, 2019, Leuven, Belgium

SISN Neutron Advanced School: Neutrons 
and Muons for Magnetism
September 2-6, 2019, Ispra, Italy

23rd Laboratory Course Neutron Scattering
September 2-13, 2019, Jülich and Garching, 
Germany

16th Oxford School on Neutron Scattering
September 2-13, 2019, Oxford, UK

ECIS Training Course Microfluidics and sur-
face rheology
September 6-7, 2019, Leuven, Belgium

33rd ECIS Conference of the European Col-
loid and Interface Society
September 8-13, 2019, Leuven, Belgium

ECMS 2019: 9th European Conference on 
Mineralogy and Spectroscopy
September 11-14, 2019, Prague, Czech Re-
public

J-PARC 2019: 3rd J-PARC symposium
September 23-26, 2019, Tsukuba, Japan
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October 2019

IX Congress of the Spanish Synchrotron User 
Association (AUSE) and the 4th ALBA User's 
Meeting
October 8-10, 2019, ALBA synchrotron facil-
ity, Spain

PSI 2019: Physics of Fundamental Symme-
tries and Interactions
October 21-25, 2019, PSI Villigen, Switzerland

SMS 2019: International Conference on 
Smart Materials and Surfaces
October 23-25, 2019, Lisbon, Portugal

SIPS 2019: Sustainable Industrial Process-
ing Summit 2019
October 23-27, 2019, Cyprus

November 2019

LEAPS Plenary Meeting 2019
November 18-20, 2019, PSI Villigen, Switzer-
land

X-Rays and Matter
November 19-22, 2019, Villers-les-Nancy, 
France

December 2019

Symposium on Advanced Materials Explora-
tion with Neutrons at the Materials Re-
search Society (MRS) Fall Meeting 2019
Dezember 1-6, 2019, Boston, MA, USA

MLZ User Meeting 2019
Dezember 10-11, 2019, Garching, Germany

June 2020

LEAPS Conference
June 3-7, 2020, Elba, Italy

QENS/WINS 2020: 14th Conference on Qua-
sielastic Neutron Scattering and 9th Work-
shop on Inelastic Neutron Spectrometers
June 8-12, 2020, San Sebastian, Spain

August 2020

PSI summer school on particle physics 
2020August 9-15, 2020, Zuoz, Switzerland
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